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A mixed convection boundary layer in a vertical channel is studied using large-eddy simulation. Two dif-
ferent cases were considered by applying constant heat flux boundary condition to one of the channel walls
while the other wall was kept insulated. The Grashof to Reynolds number ratios based on the wall heat flux
and the channel width are GrW=Re2

W ¼ 9:4� 107=50802 ¼ 3:6 (Case I) and 2:5� 108=95752 ¼ 2:8 (Case II),
which suggest that the buoyancy forces are comparable to the inertial forces in both cases. Owing to the
large temperature differences between the hot wall and the inlet air, the governing equations were solved
using two different approaches. Boussinesq approximation considering constant properties was employed
in the first approach. In the other, fluid properties were assumed to be temperature dependent. A conse-
quence of the wall high temperature is the radiation heat transfer, which is also taken into account. It is
shown that an average of about 11% of the heat in Case I and 15% in Case II is transferred to the insulated
wall via radiation. Differences between the results of the constant and variable property computations are
rather high, which suggest that Boussinesq approximation is not accurate for very large temperature dif-
ferences. The differences between the results of the variable and constant property computations are
expectedly larger in Case II, where the wall temperature is higher than Case I. Large discrepancies can be
observed between the numerical and experimental results. The discrepancies are larger in Case II than in
Case I. The possible reasons for these discrepancies are discussed.

Crown Copyright � 2009 Published by Elsevier Ltd. All rights reserved.
1. Introduction

Mixed convection heat transfer exists in a number of industrial
applications where buoyancy forces are not negligible compared to
inertial forces. The existence of the buoyancy forces can lead to
impairment or enhancement of the heat transfer process depend-
ing on the direction of the flow, geometry configuration and the
magnitude of the buoyancy forces. Buoyancy forces affect the mix-
ing process by changing the production of turbulence in the region
close to the wall, which has great influence on the turbulent flow
regime in the vicinity of the wall (see e.g. [1–4]).

Natural convection boundary layer is studied experimentally in
different geometries among which confined cavities with different
aspect ratios, vertical and horizontal cylinders and vertical flat
plates are the most common ones.

Natural convection boundary layer in a rectangular cavity filled
with air and having an aspect ratio of five was studied in [5]. Since
it was in practice difficult to establish a perfectly insulated bound-
ary in the experiment, an asymmetric flow was reported. The rea-
son was principally the imperfect insulation at the ceiling of the
cavity where the heat loss, although very small, prohibited the flow
009 Published by Elsevier Ltd. All r
from relaminarization. However, relaminarization at the floor of
the cavity did take place. This geometry was studied by Barhaghi
and Davidson [6] using LES method and different subgrid scale
models. It was shown that the dynamic subgrid scale model was
the most accurate model to capture the transition location, mean
flow and turbulent parameters. It was also shown that the accuracy
of the results in the transition region was highly grid dependent.

Low turbulence natural convection in an air filled square cavity
was studied and the results for the thermal and fluid flow fields
and turbulence quantities were published in [7] and [8], respec-
tively. The experiments were conducted at a relatively low
Rayleigh number Ra ¼ 1:58� 109 and the contour plot of the ther-
mal field and a vector plot of air flow in the cavity were reported
for the first time. It is believed that in this experiment, the level
of turbulence has been quite low, and the flow has been only tran-
sitional with a stratified quiescent flow in the core.

Betts and Bokhari [9] conducted an experiment in a cavity
which was thin enough to make the flow in the core region fully
turbulent. The experiment was performed at two different Ray-
leigh numbers, Ra ¼ 0:86� 106 and Ra ¼ 1:43� 106, based on the
cavity width. The advantage of having a tall and thin cavity was
that it made it easier to achieve two-dimensional results.

The budget of turbulence in the case of a natural convection
boundary layer at four different Rayleigh numbers in an infinite,
ights reserved.
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Nomenclature

Latin symbols
De characteristic length, =2W
g gravitational acceleration
k thermal conductivity of air
P pressure
Puiuj production term in the Reynolds stress equations
Puit production term in the turbulent heat flux equations
Ptt production term in the temperature variance equation
q00w wall heat flux
T temperature, time period
Tb bulk temperature, ¼ Tin

Tf film temperature, ðTh½K� þ Tc½K�Þ=2
Th hot wall local temperature
Tin temperature of air at the inlet of the channel
t time
Dt computational time step
U stream-wise direction velocity
Ub bulk velocity
u� friction velocity,

ffiffi
ð

p
m@U=@yÞ

W width of the channel
x stream-wise coordinate
y wall normal coordinate

z span-wise coordinate
Dxþ computational cell length in viscous units in the stream-

wise direction
yþ distance of the wall adjacent node from the channel

wall in viscous units
Dzþ computational cell length in viscous units in the span-

wise direction

Greek symbols
b coefficient of expansion, 1=Tf ½K�
e emissivity of the channel walls
/ general variable
l dynamic viscosity of air
lSGS turbulent SGS viscosity
m kinematic viscosity of air, l=q
q density of air

Dimensionless quantities
GrW Grashof number, gbq00wW4=m2k
ReW Reynolds number, UbW=m
Nu local Nusselt number, q00wDe=kðTw � TbÞ
Pe Peclet number, qV=ðC=dÞ
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differentially heated, vertical channel was studied by Versteegh
and Nieuwstadt [10]. They observed that the velocity maximum
moves towards the wall when the Rayleigh number is increased
and the temperature gradient near the wall increases as well. It
was also shown that the pressure strain correlation acts as a re-
turn-to-isotropy term in the middle of the channel, whereas this
term provokes anisotropy near the wall.

Pure natural convection boundary layer on a vertical flat plate
was studied experimentally in [4]. The results suggested that for
values of yþ between 20 and 100, u0v 0 is not correlated with the
mean velocity gradient, @U=@y. Another unique feature of this flow
was the production of turbulence in the region close to the wall
which had large influence on the turbulent flow regime in the vicin-
ity of the wall. In forced convection boundary layers, it is the Rey-
nolds shear stress which contributes to the production of
turbulence, whereas in natural convection boundary layer, it can
be a sink term in the inner part of the boundary layer where the
velocity gradient is positive. Consequently, the buoyancy produc-
tion takes over the role of the source term and compensates for
the production deficit due to the Reynolds shear stress. However,
the results of the LES of natural convection boundary layer on a ver-
tical cylinder in [2] did not completely comply with the findings of
the mentioned experiment in the region close to the wall.

Turbulent natural convection around a heated vertical slender
cylinder was studied in [11] and new turbulent structures were
presented for the near wall region. It was shown that there exists
a region of negative shear stress close to the cylinder contrary to
the reported measurements in [4].

Four cases of a mixed convection boundary layer in the pres-
ence of radiation heat transfer were investigated in [12]. These
cases include different heat flux and inlet mass flow rate bound-
ary conditions. Both buoyancy aided and opposed configurations
were studied for these cases. By comparing the results of the
mixed convection with the pure forced convection boundary
layer, it is shown, that in the cases of the buoyancy aided config-
uration, the Nusselt number is reduced when buoyancy forces are
small. However, by gradually increasing the buoyancy forces, the
Nusselt number increases and acquires higher values compared to
the pure forced convection Nusselt number, suggesting that the
turbulence and therefore the mixing process is considerably
improved.

The buoyancy aided configuration of the third case in the above
mentioned experiment was studied in [13] using large-eddy simu-
lation. Because of large Peclet numbers in the computational cells,
a blend of the central difference scheme and Van-Leer scheme was
used to avoid spurious temperature and velocity fluctuations or the
so called computational ‘wiggles’. At the channel inlet, instanta-
neous DNS results of a fully developed channel were prescribed.
However, it was shown that the scheme had dampened almost
all resolved turbulent fluctuations near the inlet. This was specu-
lated to be the reason for the large discrepancies between the
experimental and numerical results.

In this work, by using a finer mesh, the authors are able to apply
the pure central difference scheme to the velocities. The remaining
discrepancies between the numerical and experimental results are
discussed. Another interesting aspect is the way the boundary
layer evolves along the vertical channel, which is absent in the
experimental results. The physics behind this behavior is explained
in the present work.

2. Geometry and boundary conditions

Fig. 1 represents the buoyancy aided channel flow configuration
used in [12]. The channel left wall is kept insulated for x > 1 m. For
x < 1 m, the temperature of the walls is equal to the surrounding
temperature. At the right wall, a constant heat flux boundary con-
dition is applied. The heat fluxes applied for x > 1 m are
q00w ¼ 449 W=m2 and 1502 W=m2, respectively, for the two cases
considered. In the former case, hereafter Case I, the inlet air tem-
perature and Reynolds number are Tin=18.6 �C and ReW ¼ 5080,
respectively, while in the latter case, hereafter Case II, they are
Tin ¼ 20:2 �C and ReW ¼ 9575. The Grashof number for the two
cases are GrW ¼ 9:4� 107 and GrW ¼ 2:5� 108, respectively.

The velocity components of the instantaneous DNS results of a
fully developed channel are prescribed as the inlet boundary con-
dition. At the outlet, a convective boundary condition is used for
the velocities and temperature. A cyclic boundary condition is ap-
plied to all of the parameters in the span-wise (z) direction.



Fig. 2. Schematic diagram of the radiation heat transfer in the channel.

Fig. 1. Computational domain. All dimensions are in meters.
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Owing to the high temperature of the hot wall, the radiation
heat transfer is significant in both cases. The radiation heat transfer
is assumed to be two-dimensional, assuming that the span-wise
variation of the temperature is negligible. The emissivity of the
channel walls is assumed to be e ¼ 0:125 (according to [12]) and
the inlet and outlet are assumed to be black body surfaces.

3. Grid

The grid size for Case I with the lower Reynolds number is
482� 66� 66 in the x, y and z directions, respectively. In Case II,
with the higher Reynolds number, the grid resolution is
578� 98� 98. The grids are equidistant in the streamwise and
spanwise directions and a 9% stretch factor is used in the wall-nor-
mal (y) direction.

The spatial resolution of the grid in Case I along the hot wall is
Dzþ < 33 and Dxþ < 50 in the span-wise and stream-wise direc-
tions, respectively. The grid in Case II has the resolutions of
Dzþ < 20 and Dxþ < 50.

4. Numerical method

Applying a constant heat flux boundary condition at the hot
wall causes the temperature of the hot wall to rise in the stream-
wise direction. In the primary RANS computations, it was found
that the temperature differences between the hot wall and inlet
air were as high as 100 �C and 220 �C in the two cases, respectively.
The first consequence of the large temperature difference in the
flow is the ambiguity of the Boussinesq approximation validity. It
was shown in [14] that even for moderate Rayleigh numbers, the
non-Boussinesq conditions have severe effect on the Nusselt num-
ber distribution in case of natural convection in a Rayleigh–Bénard
system. Thus, the Navier–Stokes and the energy equations are not
only solved using Boussinesq approximation but are solved by also
considering variable density, viscosity, conductivity and specific
heat. All these properties are extracted from the thermodynamical
tables, and fourth-order polynomial equations are fitted to them
assuming the properties are independent of the pressure.

4.1. Finite volume approach

A conventional finite volume method (see [15]) is used to solve
the three-dimensional continuity, Navier–Stokes and temperature
equations. Implicit spatial filtering is applied to the equations with
constant properties. However, Favre averaged equations are solved
in the case with the variable properties. The dynamic subgrid-scale
model of [16] is used to model the small eddies. Details on the
implementation can be found in [17] and [6]. The second-order
Crank–Nicolson scheme is used to discretize all the equations in
time. A blend of the central difference scheme with deferred cor-
rection (see [18]) and Van-Leer scheme in conjunction with a ‘wig-
gle’ detector is used to discretize the temperature equation in
space. However, the pure central difference scheme is used to dis-
cretize the velocity equations. It was found in [13] that the blended
scheme between central differencing and a second-order bounded
scheme destroyed nearly all resolved fluctuations in the inlet re-
gion. The suppression of the resolved turbulence fluctuations is a
consequent of the fact that it is almost impossible to differentiate
between the turbulence fluctuations and the spurious ones in the
case of the velocities. Thus, the scheme may incorrectly dissipate
turbulence fluctuations instead of the spurious fluctuations. Fortu-
nately, in the case of the temperature, it is easy to recognize a ‘wig-
gle’. A ‘wiggle’ in this case is defined to be the local minima or
maxima or when the temperature in a cell is higher or lower than
the maximum or minimum boundary values (inlet and walls). Pure
central differencing is used for the velocity. This was possible since
the mesh is finer than that used in [13].

The numerical procedure is based on an implicit, fractional step
technique with a multi-grid pressure Poisson solver and a non-
staggered grid arrangement. The pressure Poisson equation in the
case of the constant property equations reads:

@2P
@xi@xi

¼ q
Dt

@u�i
@xi

ð1Þ

where u�i is the intermediate velocity in the fractional step solution
procedure (see [19] for details). In the variable property case, con-
sidering the continuity equation, the Poisson equation for pressure
reads:

@2P
@xi@xi

¼ 1
Dt

@q
@t
þ @qu�i

@xi

� �
ð2Þ
4.2. Radiation heat transfer

Since the temperature of the heated wall increases consider-
ably, the radiation heat transfer comes into effect. The radiation
heat transfer is assumed to be two-dimensional, and the span-wise
variation of the radiation is neglected. Fig. 2 shows a schematic
diagram of the vertical channel where its walls are segmented by
two-dimensional strips (for more information on the network ap-
proach refer to [20]). In this figure, l and r stand for the left and



Fig. 3. Equivalent circuit diagram of the radiation heat transfer in the channel.
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right walls, respectively, and nj� 1 is the number of cells in the
stream-wise direction.

The equivalent circuit diagram of the radiation exchange be-
tween the nth strip on the left wall ðn ¼ 2 . . . nj� 1Þ, the right wall
strips, the inlet and outlet is shown in Fig. 3. The inlet and the out-
let are assumed to be black bodies, and the area weighted average
temperature at the outlet is assumed to be that of the fluid.

By considering this diagram for the left or insulated wall and a
similar diagram for the right or heated wall, the governing equa-
tions for the left and right segment radiosities, Jnl and Jnr , read:

Jnl
1

1� e

� �
�
Xnj�1

m¼2

ðJmrFnl�mrÞ ¼ Enl
e

1� e

� �
þ EoutFnl�out þ EinFnl�in ð3Þ

Jnr
1

1� e

� �
�
Xnj�1

m¼2

ðJmlFnr�mlÞ ¼ Enr
e

1� e

� �
þ EoutFnr�out þ EinFnr�in ð4Þ
Fig. 4. The geometrical dimensions that are used to
in which Fnl�mr is the view factor between the nth segment on the
left wall and mth segment on the right or heated wall, e ¼ 0:125 is
the emissivity of the walls and E is the black body emission of a seg-
ment where the name of the segment is written as the subscript.

With regard to Fig. 4, view factors between the channel wall
segments (considering two dimensionality) are calculated by Eqs.
5 and 6.

Fr�l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnþ1Þ2A2þ1
p

�2
ffiffiffiffiffiffiffiffiffiffiffiffi
n2A2þ1
p

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn�1Þ2A2þ1
p

2A

A ¼ H=W;n ¼ jxr � xlj=H

(
ð5Þ

Fr�I ¼ W
H

A�
ffiffiffiffiffiffiffiffi
1þA2
p

2

� �
� A0�

ffiffiffiffiffiffiffiffiffi
1þA02
p

2

� �� �
A ¼ h=W;A0 ¼ ðh� HÞ=W

8<: ð6Þ

Eqs. (3) and (4) are composed of 2� ðnj� 1Þ equations that are
solved by a Gauss–Seidel method at each time step. Provided the
radiosities, the radiated and irradiated heat flux at each time step
can be calculated using Eq. (7).

q00 irrad
nl ¼ Enl�Jnl

ð1�eÞ=e

q00 rad
nr ¼ Enr�Jnr

ð1�eÞ=e

8<: ð7Þ

The irradiated heat flux will be used as the actual heat flux of
the left wall (instead of the zero value corresponding to the insu-
lated wall) and the radiated heat flux will be subtracted from q0w
to account for the effect of the radiation heat transfer.

5. Results

Sampling is started after assessing fully developed flow condi-
tion by tracking the time variation of the instantaneous Nusselt
number at different heights. In the constant property case, time-
averaged results are calculated. Considering instantaneous param-
calculate the view factors (see Eqs. (5) and (6)).
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Fig. 5. Averaged velocity profiles at x ¼ 3 m. —: constant property computations; –�–: variable property computations; O: experimental results of [12].
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eter /, time averaged h/i in the period of time T is defined as
h/i ¼ 1=T

R T
0 /dt. In the variable property case, however, a Favre

averaging definition is used to calculate the averaged results. Favre
averaged e/, considering time averaging definition, is defined ase/ ¼ hq/i=hqi. In the following, unless otherwise stated, the results
of the case with the variable properties including radiation are
presented.

5.1. Mean flow parameters

Fig. 5 compares the velocities obtained by the constant and var-
iable property computations for the two cases. The reference veloc-
ities are the bulk velocities at the inlet, which are Ub � 0:95 and
1.8m/s for Case I and Case II, respectively. In both cases, the variable
property results are closer to the experimental results near the
insulated wall. However, the discrepancies between the numerical
and experimental results are larger close to the hot wall. The differ-
ences are greatest in Case I. Since the density is constant in the con-
stant property computations, the bulk velocities and therefore the
reference velocities remain constant along the channel. However,
in the variable property case, the density decreases as the temper-
ature of the air increases along the channel. Consequently, due to
the conservation of mass, the bulk velocities have to increase along
the channel in the variable property cases. Using local bulk veloci-
ties for the variable property cases, it is shown in Fig. 6 that the
differences between the results are almost negligible.

Radiation is calculated at each time step and is added as a sink/
source term to the cells adjacent to the hot/insulated wall. Fig. 7
shows the averaged wall heat flux on the hot wall. It can be seen
that the radiation heat transfer increases as the temperature of
the wall increases in both cases. As expected, the radiation heat
0 0.2 0.4 0.6 0.8 1
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Fig. 6. Averaged velocity profiles at x ¼ 3 m. Local bulk velocities are used as the
computations; O: experimental results of [12].
transfer is almost independent of the fluid properties since it is as-
sumed that the fluid is fully transparent with zero absorptivity.

In the computations, the outlet is assumed to be a black body
surface with a temperature equal to the mass flow averaged tem-
perature of the air at the outlet. This is the reason why the heat flux
decreases steeply near the outlet. On average, about 11% of the
heat flux in Case I and 15% of that in Case II is transferred to the
insulated wall via radiation.

Nusselt number variations along the hot wall in the two cases
are compared with the experimental results in Fig. 8. In Case I,
the results of the constant and variable property computations
are in reasonably good agreement with the measurements. How-
ever, in Case II, the differences are too large, especially in the case
of the variable property computations. Surprisingly, the measured
Nusselt number at the beginning of the channel is much larger
than the predicted results. The temperature of the wall at this part
of the channel is still low meaning that the amount of radiation
heat transfer is also small. This can be understood in Fig. 7. Such
a high Nusselt number at the beginning of the channel suggests
that the measured wall temperature is much lower than the com-
puted one since Tw ¼ q00wDe=Nu kþ Tb. This indicates that a consid-
erable part of the heat is lost in the very beginning of the channel
to the surroundings in the experimental rig.

The heat loss in the beginning of the channel explains why the
predicted velocities near the hot wall in Fig. 5 are larger than the
measured velocity. This can be investigated by considering the
conservation of energy. Assuming no heat loss, Q in ¼ Qout . In other
words, Tb;out ¼ q00wAw= _mincp þ Tb;in. Knowing that the bulk velocity
and temperature at the inlet in Case II are 1:83 m=s and 20.2 �C,
respectively, the bulk temperature can be calculated at the location
at which velocity is measured. By employing the conservation of
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reference velocities. —: constant property computations; –�–: variable property



360 380 400 420 440 460
1

1.5

2

2.5

3

3.5

1100 1200 1300 1400 1500 1600
1

1.5

2

2.5

3

3.5
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mass, the calculated bulk velocity at x ¼ 3 m is 1:93 m=s, which is
in very good agreement with the LES computations.

The effect of the radiation on the calculated temperature of the
insulated wall in the variable property computations can be seen in
Fig. 9. Because of higher temperature differences between the hot
wall and the inlet temperature in Case II (see Fig. 9), it may be ex-
pected that the deviation of the variable property results from the
Boussinesq approximation would be larger in this case. This behav-
ior can be observed by comparing Figs. 8a and b. This is however
mainly caused by the differences between the air conductivity in
the two cases.

5.2. Turbulence parameters

Turbulent Reynolds shear stresses in the two cases are com-
pared with the experimental results in Fig. 10. Like the mean flow
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Fig. 9. Temperature variations along the channel walls. —:
results, the discrepancies between the computations and measure-
ments are large near the hot wall, where the magnitude of the
measured shear stresses is much smaller than that of the predicted
ones.

With regard to the predicted shear stresses, the largest differ-
ences between the variable and constant property simulations oc-
cur in the middle of the channel. This is probably due to the fact
that the density differences play a more important role in this re-
gion. The magnitude of the variable property shear stress is also in
Fig. 10a higher than the constant property shear stress, while the
reverse is true in Fig. 10b. The reason may be the normalization
of the shear stresses by the inlet bulk velocity, which is not an
appropriate variable. A more suitable parameter would be the fric-
tion velocity.

Fig. 11 compares the normal Reynolds stresses with the exper-
imental results. Similar to the turbulent shear stress, discrepancies
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hot wall temperature; –�–: insulated wall temperature.
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between the computations and measurements are large near the
hot wall. The measured turbulence intensity near the hot wall is
smaller than the predicted one. Nevertheless, both computations
and experiments confirm that the turbulence intensity in Case I
is larger than that in Case II, although both the Grashof and the
Reynolds numbers are higher in Case II.

Two local maxima near the hot wall can be recognized in exam-
ining the computed gu00u00 . The local minimum between the two
maxima lies close to the location at which the velocity is maxi-
mum or the shear stress is zero. At this point, it is the streamwise
turbulent heat flux, gu00t00 , that contributes to the production ofgu00u00 . This behavior can be seen in Fig. 12, which compares the pro-
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Fig. 11. Comparison of the normal Reynolds stresses with the experimental results at x
results of [12].
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Fig. 12. Production of the streamwise normal stress, Puu ¼ P11 þ G11 ¼ �2 gu00v 00@ ~U=@yþ 2g
G11 ¼ 2gbgu00t00 .
duction of gu00u00 in both cases. Comparing the production caused by
the shear stress, P11, in the vicinity of the hot wall, it can be seen
how much larger this term is in Case I than in Case II. The larger
production near the hot wall in Case I explains why the normal
Reynolds stresses in this region are larger in Case I than in Case
II (see Fig. 11).

The turbulent heat fluxes, gu00t00 and gv 00t00 , and the temperature
fluctuations, gt00t00 , are shown in Fig. 13 for the two cases. While
the behavior of these parameters is similar in both cases, the mag-
nitudes of gu00t00 and gt00t00 are larger in Case II than in Case I. No
experimental results are available for comparison with these calcu-
lated parameters.
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5.3. Effect of radiation heat transfer

The effect of neglecting or increasing the radiated heat transfer
on the velocity and turbulent shear stress is investigated in this
section.

Fig. 14 compares the velocity and shear stress results of the con-
stant property computations of Case I with the case in which the
radiation is neglected. It can be seen that by neglecting the radia-
tion, velocity is slightly increased near the hot wall since more heat
is transferred to the fluid in this region. Consequently, the density
is underestimated (or the buoyancy term that is estimated by the
Boussinesq approximation is overestimated) which results in
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Fig. 14. Effect of radiation heat transfer on the velocity and shear stress. Fluid propertie
neglected radiation heat transfer; O: measurements of [12].
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Fig. 15. Effect of increased radiation heat transfer on the velocity and shear stress. Fluid
e ¼ 0:250; O: measurements of [12].
velocity increase near the hot wall. The impact of neglecting the
radiation is considerably larger on the region close to the insulated
wall. This can be observed in Fig. 14b where the turbulent shear
stresses are compared. Removing the irradiated heat transfer from
the insulated wall, destroys the existing buoyancy force which in
turn reduces the impairment of the turbulent shear stress level
in this region.

Increase of the irradiated heat transfer to the insulated wall by
doubling the emissivity of the walls in Case II is also investigated
and the results are shown in Fig. 15. Although this has little influ-
ence on the velocity profile (Fig. 15a), the effect is substantially lar-
ger on the turbulent shear stress near the insulated wall. Larger
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Fig. 16. hlsgsi profiles across the channel at different heights.
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irradiation, results in larger buoyancy force which in turn increases
the impairment of the turbulence by reducing the magnitude of the
shear stress.
6. Boundary layer development

In this section, the boundary layer development is studied by
investigating the behavior of the mean flow and turbulent param-
eters of Case I at different heights of the vertical channel.

The calculated SGS-viscosity at different heights of the channel
is shown in Fig. 16. It can be seen that the SGS-viscosity has ac-
quired negative values in small regions close to the hot wall for
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Fig. 17. Velocity and temperature profiles a
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Fig. 18. gu00v 00 and gv 00t00 profiles across
x > 1:75 m. In these regions where the energy cascade is reversed,
the SGS model reduces the viscous diffusion.

The development of the velocity and temperature profiles along
the channel is shown in Fig. 17. It can be seen in Fig. 17a that the
fluid acquires higher velocity magnitudes close to the hot wall as it
moves downstream. Temperature profiles also show that the
boundary layer becomes thicker as it develops in the channel
passage.

Two important parameters that play an essential role in the
development of turbulent boundary layer are the turbulent shear
stress ðgu00v 00 Þ and the wall normal turbulent heat flux ðgv 00t00 Þ, which
are shown in Fig. 18.

At x ¼ 1 m, where the heat flux boundary condition is applied, a
symmetrical profile of a fully developed channel flow can be ob-
served in the case of the turbulent shear stress. Since the temper-
ature boundary layer is just forming, gv 00t00 is zero at this height.
Near the hot wall, as the boundary layer grows, gu00v 00 is reduced.
As the flow goes upward, gu00v 00 in the inner part of the boundary
layer (y=W > 0:9), eventually becomes zero, from which it again
starts to attain positive values. However, in the outer part of the
boundary layer, (0:5 < y=W < 0:9), the negative shear stress at-
tains larger magnitudes since the production of shear stress,
Puv ¼ �gv 00v 00@ ~U=@yþ gbgv 00t00 , is negative (due to a positive velocity
gradient and negative wall normal heat flux). However, in the inner
part of the boundary layer, the production of shear stress due togv 00v 00 is larger than the negative heat flux term, resulting in positive
shear stress in the inner boundary layer.

Considering the major production term of the wall normal tur-
bulent heat flux, Pvt ¼ �gv 00v 00@~T=@y, it can be concluded that, due
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Fig. 19. gv 00v 00 and gu00u00 profiles across the channel at different heights.
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to the positive temperature gradient and consequently negative
Pvt ; gv 00t00 attains negative values close to the hot wall.

Since gv 00v 00 plays an important role in the productions of gu00v 00
and gv 00t00 , its development as the boundary layer grows is shown
in Fig. 19. gv 00v 00 is symmetrical at the location at which the temper-
ature boundary layer begins. As the boundary layer evolves, gv 00v 00
attains in the first half of the channel larger/smaller values close
to the insulated/hot wall, but the situation is reversed towards
the end of the channel and gv 00v 00 becomes larger near the hot wall
than near the insulated wall.

The Reynolds shear stress together with the stream-wise turbu-
lent heat flux have significant impacts on gu00u00 , whose variations
across the channel at different heights are shown in Fig. 19. This
can be understood by considering the production of gu00u00 , whose
major terms are �2 gu00v 00@ ~U=@y and 2gbgu00t00 . In the inner boundary
layer at the hot wall, owing to the negative velocity gradient and
positive shear stress, the former term is positive. However, the lat-
ter term is negative due to the negative gu00t00 (see Fig. 20a). Never-
theless, as the magnitude of the production caused by the shear
stress is larger, the total production remains positive. In the outer
boundary layer, where gu00v 00 and gv 00t00 are negative, and gt00t00 , the
velocity and temperature gradients are positive, Put ¼ �gv 00t00@ ~U=
@y� gu00v 00@~T=@yþ gbgt00t00 remains positive, which results in a posi-
tive gu00t00 . Consequently, in the outer layer, the positive and largegu00t00 makes the gu00u00 large in the boundary layer.

Fig. 20b shows the trend of gt00t00 at different heights of the chan-
nel. It can be seen that, as the boundary layer along the hot wall
grows, gt00t00 attains larger values owing to the negative gv 00t00 and
positive temperature gradient, which makes its production,
Ptt ¼ �2 gv 00t00@~T=@y, remain positive and increase along the channel
as jgv 00t00 j increases.
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Fig. 20. gu00t00 and gt00t00 profiles across
In turn, gt00t00 ; gv 00t00 and gu00v 00 affect the stream-wise turbulent
heat flux. Positive gu00v 00 results in a negative gu00t00 in a small region
close to the hot wall, as Put is negative in that region. However, be-
yond this region, as the turbulent shear stress changes sign, gu00t00 at-
tains positive values in a major portion of the boundary layer.

7. Conclusions

The boundary layer development in a vertical channel is studied
using large-eddy simulation. A dynamic model is used as the SGS
model. This model has captured the backscattered energy in the re-
gions close to the hot wall where the SGS-viscosity has acquired
negative values.

A so called ‘wiggles’ detector scheme is used but is applied only
to the temperature because it was found in [13] that the use of this
scheme for velocities had dampened the prescribed turbulence at
the inlet.

In the two different cases that are studied in this work, radiation
heat transfer has to be taken into account since the temperature of
the hot wall is relatively high. The effect of the radiation on the
mean flow and turbulence parameters is shown to be important.

Owing to relatively high temperature differences, the full gov-
erning equations with variable properties are solved. The Bous-
sinesq approximation yields reasonable results, even for
temperature differences as high as 220 �C (although it should be
mentioned that the film temperature of the flow does not change
more than 30 �C). The largest differences between the variable
and constant property results occur in the middle of the channel.
Nevertheless, even full equations result in considerably different
mean flow and turbulence parameters compared to the measure-
ments. The accuracy of the radiation heat transfer model is unlikely
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to be the reason for this discrepancy since even doubling the emis-
sivity of the walls does not considerably change the behavior of the
mean flow and turbulence near the hot wall significantly.

A comparison of the computed and measured results shows
that the measured profiles at x ¼ 3:0 m are more similar to the
computed profiles at lower heights, i.e. the computed profiles at
2:0 m 6 x 6 2:5 m. This suggests that the boundary layer in the
experimental case has developed more slowly than in the compu-
tations. It is likely that the heat loss from the hot wall has resulted
in this difference. By comparing the measured and computed re-
sults, it is shown that the major heat loss has occurred in the re-
gions close to the very first heaters ðx ¼ 1 mÞ. This is expected
since no thermal insulation is used in the lower part of the channel
ðx < 1 mÞ. Some part of the heat is consequently conducted to the
lower part of the channel wall where it is convected to the
surroundings.
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